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Uncertainty & probability

https://shapemodelling.cs.unibas.ch/pmm2017/slides/bayes.pdf

Use probability as a vehicle to quantify degrees of belief on uncertainty in unobserved 
events → Bayesian statistics
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Uncertainty & probability

https://shapemodelling.cs.unibas.ch/pmm2017/slides/bayes.pdf

Why does the distribution change when we have more data? Shouldn’t there be a real 
distribution (𝑃 𝜃)?

Bayesian probabilities rely on a subjective perspective: 
probability is used to express our current knowledge. It can change when we learn or see 
more: With more data, we are more certain about our result.
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Knowledge update

https://shapemodelling.cs.unibas.ch/pmm2017/slides/bayes.pdf



6

General Bayesian Inference

https://shapemodelling.cs.unibas.ch/pmm2017/slides/bayes.pdf

General Bayesian inference case:
• Distribution of data D ≡ y (or Evidence)
• Parameters 𝜃 (or Query)
• Update method (similar to MLEM): 

likelihood prior

marginal likelihood
(constant)

posterior
likelihood
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Update new data

https://shapemodelling.cs.unibas.ch/pmm2017/slides/bayes.pdf

Inference case:
• beliefs evolve with observation
• Recursive: Posterior becomes prior for the next 
inference step (new data arrives)

Example: curve fitting



8

Linear and non-linear fitting

Bürkner, brms: An R Package… (2017)

Linear regression: many predictors (X as a matrix), 
errors ε are independent and identically normally distributed

Non-linear, multilevel models (MLMs): accounts for the 
population-level and grouped-level coefficients β and u, with 
the corresponding design matrices X and Z. 
Also, custom distribution (“family” D and link function f (η))

What if we don’t have new data?
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Posterior sampling
What if we don’t have new data? – sample many candidates and refine: 
– start with initial parameters  as random guesses (rough distribution)𝜃
– generate a new candidate in the parameter space
– accept or reject the new value based on likelihood
– repeat for thousands of iterations
How to generate samples: 
Random walk (least efficient)
Gibbs, 
Markov Chain Monte Carlo (MCMC):
Metropolis-Hastings,
Hamiltonian Monte Carlo,
No-U-turn sampler (NUTS)
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Posterior sampling figure from Gelman et al. (2013), BDA3, Chapter 11
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Posterior sampling figure from Hoffman & Gelman (2014)

Advanced sample generation: Hamiltonian Monte Carlo → no-U-turn sampler (NUTS).

Simulating a "physical system" via multiple MCMC chains where parameter changes are 
guided by gradient-based forces derived from the likelihood function. Accepted values if 
increased P(y | )𝜃
Convergence & Diagnostics: chains should mix well, R-hat stats ~1.0 indicate 
convergence, Effective Sample Size (ESS) should be sufficiently large
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Positronium (Ps) decay

o-Ps lifetime depends on O2 
concentration, bio-active 
molecules, density etc
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Ps lifetime spectrum From J.Qi presentation (Jagiellonian symposiun 2024)
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Examples
     (3-component simulation):

posterior distributions
(Metropolis-Hastings)

   likelihood:

time delay t is quantised by “channels” k
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Examples
Software: 
Julia, Turing.jl, ArviZ, Stan, brms…

Another example:

priors:
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Examples
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Examples
Example with hierarchical models:
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Examples
Example with hierarchical models 
(some parameters are shared across samples):
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Examples
PLI using Bayesian fitting:
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Examples
PLI using Bayesian fitting:
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My example (NEMA IEC spheres)
R package ‘brms’ / Stan programming language (cf., Stan Development Team 2017b),
provides a wide range of non-linear distributional multilevel models
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My example

Strong dependence on priors and fitting range, in particular in log scale f (Δt ) → log f (Δt )

22-mm sphere
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My example

f (Δt )   log f (Δt )
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Thank You for Your attention!
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