
Michał Obara

13.01.2025

Review of selected PET image correction approaches 

using machine learning methods



2

Compton scattering Photoelectric effect Coincidence events types

PET events detection

18F-FDG distribution in time 
Georg Schramm, KU Leuven

Dale L Bailey, PET Basic Sciences



3

Scatter corrections

DOI 10.1007/s12149-011-0514-yDale L Bailey, PET Basic Sciences

Single Scatter Simulation:
● Monte Carlo simulation of single scattered photons 
● Using attenuation map and an initial activity estimation 
● Does not directly consider multiple scattering 
● Standard method in clinical PET 
● Computational complexity

Machine learning techniques:
● End-to-end U-Net

● Low-quality PET → high-quality PET
● Uncorrected PET + CT → corrected PET
● CT → PET or AC PET → CT
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Huang et al., 2023
https://doi.org/10.1007/s00259-023-06422-x
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Data:
– uEXPLORER  PET/CT images from 335 patients (18F-FDG)
– Two sets of PET images:

● High-Quality PET (HQ-PET): Total-body PET images (1940 mm AFOV)
● Low-Quality PET (LQ-PET): Simulated short-axis PET images (320–500 mm AFOV)

Model:
– A 3D U-Net trained to map LQ-PET to HQ-PET images
– Separate training for brain, lung, and abdomen datasets
– Split: 300/35, loss: MAE, batch size: 16, Optimizer: Adam, epochs: 500

Huang et al., 2023
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Evaluation Metrics:
– Quantitative: Peak Signal-to-Noise Ratio 

(PSNR) and Structural Similarity Index 
Measure (SSIM) comparison to HQ-PET 
and traditional denoising methods 

– Qualitative: clinical evaluation by nuclear 
medicine experts using a 5-point scoring 
system

Results:

– Quantitative evaluation:

Huang et al., 2023
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Results:

– Qualitative Evaluation:

● Proposed method significantly improved 
scores across all categories vs. LQ-PET

● Overall quality for Proposed is close to 
HQ-PET, far exceeding LQ-PET

Huang et al., 2023
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Laurent et al., 2023
https://doi.org/10.1088/1361-6560/ac9a97
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Laurent et al., 2023
Data:
● GATE simulations with XCAT phantoms.
● Variations in anatomy (lung, pelvis regions) 

and body morphologies (S, M, L)
● 216 simulated datasets with acquisition 

durations of 1–6 minutes
● Two clinical Biograph mMR images 

Model:
● U-Net architecture
● Input: PET emission and attenuation factor (AF) sinograms. 

output: estimated scatter sinogram
● Loss: MSE, batch size: 8, epochs: 100
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Laurent et al., 2023
Evaluation:
● Metrics: Normalized Root Mean Square Error (NRMSE) and Structural Similarity Index (SSIM)
● Comparison with SSS and ground truth
● Tested on reconstructed PET images with simulated lesions and two clinical datasets

Results:

● DLSE achieves lower NRMSE and higher 
SSIM than SSS

● Better contrast recovery for hot lesions (3:1 
and 6:1) than SSS

● Slight overestimation in                                    
cold lesions (0:1)                               
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Ben-Cohen et al., 2019
https://doi.org/10.1016/j.engappai.2018.11.013

https://doi.org/10.1016/j.engappai.2018.11.013
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Ben-Cohen et al., 2019
Objective:
● Generate PET/CT from CT scans
● Reduce PET/CT cost and radiation
● Improve liver lesion detection

Dataset:
● 60 PET/CT clinical scans 
● Training: 23 pairs (6 malignant); testing: 37 pairs (9 malignant)
● Focused on liver region.

Model:
● FCN (VGG-16 based) generates initial PET-like images from 

CT data, loss: L2, optimizer: Adam,
● cGAN  (conditional GAN) refines outputs using U-Net 

generator and a custom L2 loss function
● Augmentation: scaling, translation, random noise
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Ben-Cohen et al., 2019
Evaluation:
● Reconstruction metrics: 

● PSNR (overall reconstruction quality)
● MAE – calculated for high (> 2.5) and low (<2.5) SUV sep.

● Detection performance:
● Tested on liver lesion detection system
● Metrics: TPR, FPS
Results:
● Reconstruction results:

● High SUV gives lower results



14

Results: 
● Detection results:

● Maintained high TPR (96.4%)
● Decreased FPR (2.9% to 2.1%)
● No comparison to regular PET

Ben-Cohen et al., 2019
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Dale L Bailey, PET Basic Sciences

Positron range

Marie Foley Kijewski, in Handbook of Neuro-Oncology Neuroimaging Kertesz et al., 2022
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Herraiz et al., 2020
https://doi.org/10.3390/app11010266
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Herraiz et al., 2020
Data:
● 8 Simulated PET mice images for 18F and 68Ga 
● Voxel size: 0.28 mm
● Augmented with flips, shifts, and rotations

Model:
● U-Net architecture
● Input: 68Ga PET images (with or without μ-maps)
● Output: PR-corrected images matching 18F 

reference images.
● Optimizer: Rectified Adam, loss: L1, epochs: 50
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Herraiz et al., 2020
Evaluation:
● Comparison: 68Ga PET before 

and after correction vs. 18F 
reference.

● Metrics: Recovery (%) /”defining 
regions over the whole organ”/ 
and noise (σ/µ).

● Test data: Simulated PET not in 
training/validation.

Results:
● Recovery: >95% match to 18F 

images.
● Noise: Comparable to reference 

18F PET.
● Input: PET-only sufficient for 

accurate correction.
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https://doi.org/10.1007/s00259-022-06053-8

Shiri et al., 2022

Federated Learning

● What? Collaborative model training without data sharing

● Why? Ensuring data privacy and leveraging multicenter datasets
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Dataset:

● 6 centers, 50 pairs of 18F-FDG PET  (NAC + CT ASC) images each

● Standardized PET images to SUV units with uniform voxel size (3×3×4 mm³)

● Normalized intensities to a consistent range (0 to 5) across all centers

Shiri et al., 2022
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Model:
● Architecture: Modified U2-Net with residual blocks
● Input: Non-AC/SC PET images
● Output: AC/SC-corrected PET images
● Training: Adam optimizer, L2 loss, learning rate 0.001

Methodology:
● FL Sequential (FL-SQ)

A)  model meets data center-after-center

B)  model passes sequentially through all centers

C)  process repeats for number of rounds
● FL Parallel (FL-PL)

A)  models are trained separately in each node

B)  central  model is distributed across all nodes

C)  local models are returned to central server and 
aggregate to central global model

● Centralized (CZ)
● Center based (CB)

Shiri et al., 2022
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Shiri et al., 2022
Evaluation & results:

● Metrics: AE, MAE, RE, RAE, PSNR, SSIM

● FL (PL, SQ): comparable to CZ,      
significantly better than CB

● CB: Poor generalization due to isolated data

Limitations:

● Simulated setup; real-world use may face 
communication and computational challenges

● FL models are sensitive to noise and artifacts, 
requiring monitoring
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Thank you :)
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