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Function fitting

X: n dimensional input data

Y:  k dimensional output data

Function fitting: 
 
● best case: N≤2, k=1

● basis functions given explicite

● expansion coefficients could be interpretable 

Result:
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Universal approximator
Taylor theorem  (J. Gregory, 1671):

Every, continuous, differentiable, function f(x): R → R can be approximated by a polynomial:

Coefficients θi are derivatives of f(x). 
In the case of unknown function (“data”) coefficients can be found by a numerical procedure.
Usually...
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Fourier theorem (1807)  :

Every continuous, differentiable, and periodic function f(x): R → R can be approximated in a basis of 
sines i cosines:

Coefficients θi  can be found analytically. 
In the case of unknown function (“data”) coefficients 
can be found by a numerical procedure.

Universal approximator
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Machine learning

X: n dimensional input space

Y:  k dimensional output space

● n~10l, k~10m,   l,m~6

● basis functions defined implicite  - through data 
flow – the network architecture

● expansion coefficients are uninterpretable 

Result:
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A sigmoid function:  any non polynomial function fulfilling  conditions:

Universal approximator theorem (Cybenko, 1989):
Every continuous function f(x) Rn→R can be approximated 
in basis of  sigmoidal functions:

Coefficients θi  w, i  do not have in general an analytic form, 
but can be found using a numerical procedure

Universal approximator
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Universal approximator
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Universal approximator

An issue 0: it is quite 
hard to get an extremely 
precise predictions from 
ML. 
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Universal approximator
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Universal approximator

An issue 1: behavior for 
unseen data is hard 
(impossible?) to predict.

If the model is trained on 
simulated input the real 
data might contain 
unseen parts of the input 
space 
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Example: hadronic τ decay 
identification

The task:  jet categorisation: 
                               hadronic τ  decay/electron/muon/jet    

Context:
●  τ is the heaviest lepton, with short life time → 
  only decay products are observed 
  in the detector

●  τ decays to 1/3 hadrons + neutrinos 
  in 65% cases

●  τ decays look very similar to small 
  jets originating from quarks and gluons  

CMS Collaboration,
JINST 17 (2022) P07023

https://arxiv.org/abs/2201.08458
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Example: hadronic τ decay 
identification

CMS Collaboration,
JINST 17 (2022) P07023Input data:

● low level: 
 highest pT particle of given type:
 e/μ/charged hadron.neutral hadron
 properties from each of cells 
 around the τ candidate direction. 
 About 20 features per particle

● high level:
 47 human invented features 
 derived from particle properties  

https://arxiv.org/abs/2201.08458
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Example: hadronic τ decay 
identification

CMS Collaboration,
JINST 17 (2022) P07023Input data:

● low level: 
 highest pT particle of given type:
 e/μ/charged hadron.neutral hadron
 properties from each of cells 
 around the τ candidate direction. 
 About 20 features per particle

● high level:
 47 human invented features 
 derived from particle properties  
Observation 0: injection of 
domain knowledge in form of 
hand crafted features training 
improves stability and 
convergence.

https://arxiv.org/abs/2201.08458


Machine learning in HEP, 
WMLQ 2024 04.06.202414/29

Example: hadronic τ decay 
identification CMS Collaboration,

JINST 17 (2022) P07023

https://arxiv.org/abs/2201.08458
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Example: hadronic τ decay 
identification CMS Collaboration,

JINST 17 (2022) P07023

Observation 1: clever 
architecture design is a key 
point to success. A plain “all 
data into a single bag” does not 
work well.

https://arxiv.org/abs/2201.08458
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Example: hadronic τ decay 
identification

CMS Collaboration,
JINST 17 (2022) P07023

https://arxiv.org/abs/2201.08458
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Example: hadronic τ decay 
identification

CMS Collaboration,
JINST 17 (2022) P07023

Observation 2: clever loss 
function improves model 
performance in intermediate 
region of efficiency (aka. recall.)

https://arxiv.org/abs/2201.08458


Machine learning in HEP, 
WMLQ 2024 04.06.202418/29

Example: hadronic τ decay 
identification

CMS Collaboration,
JINST 17 (2022) P07023

https://arxiv.org/abs/2201.08458
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Example: hadronic τ decay 
identification

CMS Collaboration,
JINST 17 (2022) P07023

Observation 3 (trivial): 
models trained on simulation 
never work exactly as expected 
on a real data. The more rare 
cases the harder to follow the 
expectations.

https://arxiv.org/abs/2201.08458
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Adversarial Attack

?
?

Small and smart distortion to input data can lest to dramatic change in model 
response. This effect is exploited by bad people to perform Adversarial Attacks.

Explaining and Harnessing Adversarial Examples
arXiv:1412.6572

https://arxiv.org/abs/1412.6572
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Adversarial Attack

Small and smart distortion to input data can lest to dramatic change in model 
response.This effect is exploited by bad people to make an Adversarial Attacks.

Good people can use is to increase robustness of a model to features distortions

Explaining and Harnessing Adversarial Examples
arXiv:1412.6572

https://arxiv.org/abs/1412.6572
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Example: jet identification

The task:  improve network robustness against Data – Monte   
                          Carlo differences.    

Context:
●  j   et classification:
       - light quark or gluon jets
     - c-quark jets
    - b-quark jets

● features:
 -  low level: 21   parameters of 6 tracks

    within a jet
 -   high level: 14  jet properties

Comput Softw Big Sci 6 (2022) 15

https://cms.cern/news/machining-jets

https://arxiv.org/abs/2203.13890
https://cms.cern/news/machining-jets
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Fast Gradient Sign Adversarial 
input Modification (FGSM)

Comput Softw Big Sci 6 (2022) 15

ε = 0.01 used 
during the training 
phase

https://arxiv.org/abs/2203.13890
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Fast Gradient Sign Adversarial 
input Modification (FGSM)

Comput Softw Big Sci 6 (2022) 15

https://arxiv.org/abs/2203.13890
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Fast Gradient Sign Adversarial 
input Modification (FGSM)

Comput Softw Big Sci 6 (2022) 15

The variable 
distribution 
distortion from 
FGSM is quite 
small

https://arxiv.org/abs/2203.13890
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Fast Gradient Sign Adversarial 
input Modification (FGSM)

Comput Softw Big Sci 6 (2022) 15

FGSM acts as a 
regularisation, which 
does not affect the 
performance of the 
model, but improves 
it generalization 
capabilities.

https://arxiv.org/abs/2203.13890
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Fast Gradient Sign Adversarial 
input Modification (FGSM)

Comput Softw Big Sci 6 (2022) 15

FGSM  regularisation, 
works better than 
early stopping 
refularisation.

https://arxiv.org/abs/2203.13890
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Summary
● Machine Learning is not a magic ward – this 
is yet another technology 
but keep in mind what Arthur C. Clare said: “Any sufficiently advanced technology is indistinguishable from magic.”

● „ordinary” ML users should concentrate on 
creative problem formulation instead of 
attempting to invent a new, complicated, 
architecture

● we should remember about unavoidable 
difference between features distributions used 
for training (MC) and inference (Data) 
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Living ML review for Particle 
Physics
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