
Machine Learning as 
Applied Technology

Lessons learned from 
productizing machine learning

Dietmar Millinger
twingz development GmbH

aiaustria.com



https://www.youtube.com/watch?v=mzZWPcgcRD0

https://www.youtube.com/watch?v=mzZWPcgcRD0


Autonomous vehicles

Autonomous vehicles drive the development of 
many new machine learning technologies.
 
The most advanced cases are autonomous 
trucks in the US. This is happening today (e.g. 
UPS).

Waymo has already 20 million miles of 
experience with self-driving taxis on public roads.

https://www.theverge.com/2019/8/15/20805994/ups-self-driving-trucks-autonomous-delivery-tusimple
https://www.youtube.com/watch?v=yjztvddhZmI

https://www.theverge.com/2019/8/15/20805994/ups-self-driving-trucks-autonomous-delivery-tusimple
https://www.youtube.com/watch?v=yjztvddhZmI


Tesla Hydranet architecture

➢ Neural network architecture for full 
self-driving (FSD) function in Tesla cars

➢ Sensor fusion of video streams from eight 
cameras into one unified 3D vector space

➢ Based on transformer architecture
➢ Solves multiple isolated problems in one 

architecture



GPT-3, DALL-E, …

Autoregressive language model trained on 6 million 
text articles. 
GPT-3's full version has a capacity of 175 billion 
machine learning parameters. 
It shows signs of a deeper language 
understanding

DALL-E, a variant of GPT-3 was trained on a 
combination of text and images. 
It delivers impressive results for text to image tasks.

Latest image generation model shows very 
impressive capabilities (stable diffusion).

https://www.theverge.com/21346343/gpt-3-explainer-openai-examples-errors-agi-potential
https://towardsdatascience.com/have-you-seen-this-ai-avocado-chair-b8ee36b8aea

https://arxiv.org/pdf/2102.12092.pdf
https://www.twilio.com/blog/ultimate-guide-openai-gpt-3-language-model

https://www.theverge.com/21346343/gpt-3-explainer-openai-examples-errors-agi-potential
https://towardsdatascience.com/have-you-seen-this-ai-avocado-chair-b8ee36b8aea
https://arxiv.org/pdf/2102.12092.pdf


Google SayCan Robot
Concept for clever robots
➢ use of autoregressive language model to 

continue the currently observed status
➢ collect many different possible 

continuation stories
➢ filter best option in relation to abilities 

(affordances) of the robot

https://arxiv.org/pdf/2204.01691.pdf

https://arxiv.org/pdf/2204.01691.pdf


Alpha Fold
The protein folding problem requires a solution 
that can estimate the 3D structure of a protein 
given it's amino acid sequence as input.

Breakthrough by deepmind solution in 2020.

The Alpha Fold 2 model is an end-to-end 
approach from amino acid sequence input to 3D 
shape and 3D distances between amino acid 
residues. 

The model contains a transformer core which 
uses parts of the output also as input to perform 
evolutional refinement in iterative steps.

Now available as open source and as a protein 
database with 200 million entries in 2022.

https://www.deepmind.com/research/highlighted-research/alphafold/timeline-of-a-breakthrough
https://www.nature.com/articles/s41586-021-03819-2

https://www.deepmind.com/research/highlighted-research/alphafold/timeline-of-a-breakthrough
https://www.nature.com/articles/s41586-021-03819-2


Transformers
Based on a refinement of the attention idea.

Learns to relate information from different parts 
of the structured input.

Attention can be understood as a key value store 
where the keys, values and queries are learned 
from the data in order to fulfill a given supervised 
task.



Control of tokamak plasma
Plasma shape and configuration control 
is a key function in nuclear fusion 
reactors based on the tokamak principle.

A model developed by google DeepMind 
shows promising results. The model is 
based on reinforcement learning 
methods and it controls the plasma via 
control coils.

Training requires a very detailed 
simulation model of the system.

https://www.nature.com/articles/s41586-021-04301-9

https://www.nature.com/articles/s41586-021-04301-9


Near future of AI development

➢ Multi-modal transformers
➢ Learning from little data (one shot learner)
➢ Explainability, safety and ethical AI, regulation
➢ Self structuring systems (AutoML)
➢ Neuromorphic computer (silicon AI)
➢ Quantum-* (machine-learning, training,...)
➢ Artificial general intelligence

https://youtu.be/IcFsgsCHCf4



Anomaly detection in energy flow data
What is given
➢ connected sensors that deliver residual 

current measurements (RCM) from 
industrial power installations

➢ data in 1 to 60 second resolution

What is required
➢ alarm signals for abrupt anomalies in 

real-time data
➢ alarm signals for dangerous long term 

trends

Challenge
➢ each installation is different
➢ many installations exceed normative limits 

for short times

source: https://www.mdpi.com/1996-1073/15/2/582 

https://www.mdpi.com/1996-1073/15/2/582


The current solution

Autoencoder
➢ variational autoencoder for control 

over shape of latent space

Measurement of the reconstruction error
➢ estimation of anomaly
➢ identification of type of anomaly

Clustering of latent space
➢ k-Means clustering for estimation of 

operational states of system

source: https://www.mdpi.com/1996-1073/15/2/582 

https://www.mdpi.com/1996-1073/15/2/582


Autoencoder

https://arxiv.org/pdf/2003.05991.pdf
https://hackernoon.com/autoencoders-deep-learning-bits-1-11731e200694

https://towardsdatascience.com/applied-deep-learning-part-3-autoencoders-1c083af4d798

Symmetrical neural network with a small latent 
space vector and identical input and output 
configuration.

Trained to reproduce input data at output. 

Generates a dense vector representation of 
training data in the latent space.

Applications
➢ anomaly detection
➢ generative models
➢ reconstruction of input data

https://arxiv.org/pdf/2003.05991.pdf
https://hackernoon.com/autoencoders-deep-learning-bits-1-11731e200694
https://towardsdatascience.com/applied-deep-learning-part-3-autoencoders-1c083af4d798


Reconstruction error

After training an autoencoder to reconstruct the 
input x, the construction error can be calculated 
as:

The error of reconstruction can be used for:

➢ anomaly detection: use the reconstruction 
error as a signal for anomalies. E.g. high 
error indicates unseen data.

➢ input reconstruction: use the 
reconstruction error to find regions with 
distortions (e.g. noise).

https://blog.goodaudience.com/neural-networks-for-anomaly-outliers-detection-a454e3fdaae8

https://blog.goodaudience.com/neural-networks-for-anomaly-outliers-detection-a454e3fdaae8


Variational Autoencoder
Variational autoencoders have a latent space 
vector which consists of two vectors of size N.
One part is the mean value 𝜇 of the latent 
variable and the second part is the variance 𝝈 of 
the latent variable.

https://towardsdatascience.com/intuitively-understanding-variational-autoencoders-1bfe67eb5daf

https://towardsdatascience.com/intuitively-understanding-variational-autoencoders-1bfe67eb5daf


Variational Autoencoder

The loss function for the training contains two 
parts.
➢ One to reduce the reconstruction error of 

the input values and 
➢ one that forces the distribution of the 

values in the latent space to be normal 
distributed (mean 0 and std dev 1).

This results in a tense latent space distribution of 
the representations of the input values.
This makes it possible to sample from the latent 
space and use the decoder part for generation.

https://towardsdatascience.com/intuitively-understanding-variational-autoencoders-1bfe67eb5daf

normal AE variational AE

https://towardsdatascience.com/intuitively-understanding-variational-autoencoders-1bfe67eb5daf


Application and outlook
Application in
➢ industrial installations with high energy 

consumption or fire risk
➢ industrial installations with high availability 

demand
➢ photovoltaic systems

Further development
➢ integration of several anomaly detection 

models
➢ clustering of anomalies to filter regular 

anomalies from irregular ones
➢ experiment with time-series transformers 

in order to distinguish between anomalies 
in time sequence and anomalies in relation 
between features

source: https://www.mdpi.com/1996-1073/15/2/582 

https://www.mdpi.com/1996-1073/15/2/582
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Machine Learning in physics

The subjects of the sciences of physics are 
sometimes way more complex than the subjects 
of the science of machine learning (personal 
hypothesis)

So it may be way more complex for a data 
scientist to enter the center zone than for a 
physicist to develop from the blue zone to the 
center zone.

However, a strong interaction between domain 
expertise and data science knowledge is required 
for successful relevant machine learning 
projects. 



Why are ML projects different to software projects?
Development of software has become a well 
understood and managed capability of 
organizations.

Machine learning has not yet reached this status. 
Many ML projects have to deal with the 
uncertainty if the expected results can be 
delivered.

https://towardsdatascience.com/machine-learning-engineer-versus-software-engineer-fb59f8cba9dd

https://towardsdatascience.com/machine-learning-engineer-versus-software-engineer-fb59f8cba9dd


Mindsets I 

Team mindset
➢ focus on domain impact vs data science
➢ it is very easy to be drawn into very 

interesting data science and machine 
learning problems

Project mindset
➢ set realistic goals for ML projects
➢ manage customer expectations
➢ avoid isolation of ML teams

source: https://towardsdatascience.com/the-secret-of-delivering-machine-learning-to-production-1f6681f5e30c
https://martinfowler.com/articles/cd4ml.html

https://towardsdatascience.com/the-secret-of-delivering-machine-learning-to-production-1f6681f5e30c
https://martinfowler.com/articles/cd4ml.html


Mindsets II

Fail-fast principle
➢ support experimentation with ML
➢ error tolerant project setup
➢ provide suitable ML infrastructure
➢ test and monitor extensively
➢ implement continuous integration for ML

Focus on end-to-end problem
➢ focus on complete cycle from data 

acquisition to integration of results
➢ start with a baseline model
➢ implement incremental improvements

source: https://towardsdatascience.com/the-secret-of-delivering-machine-learning-to-production-1f6681f5e30c
https://martinfowler.com/articles/cd4ml.html

https://developerexperience.io/practices/fail-fast

https://towardsdatascience.com/the-secret-of-delivering-machine-learning-to-production-1f6681f5e30c
https://martinfowler.com/articles/cd4ml.html
https://developerexperience.io/practices/fail-fast


Life cycle of ML projects

concept

data
preparationmodel training validation deployment maintenance /

monitoring

model does not fit into target system
validation on target fails

validation accuracy too poor

project
management

product
management decommissioningcertification

requirements

trainings accuracy too poor

new requirements
degradation of quality

data collection



More things to consider
Data management
➢ organize your data
➢ at least metadata should go into a 

database

Model management
➢ prevent use of old or wrong models

Model health monitoring
➢ detect long term degradation of model 

quality since data distributions may change 
over time

Machine learning pipeline
➢ investment will pay off in iteration cycles

https://docs.microsoft.com/en-us/azure/machine-learning/preview/model-management-overview

https://docs.microsoft.com/en-us/azure/machine-learning/preview/model-management-overview


Machine learning generates statistics not causality

ML enforces simple models.

Errors in data may lead to low quality 
models.

E.g. Husky case from LIME paper:
➢ training data contained wolves in 

snowy background and huskies 
in gras background. 

➢ Network learned to look at the 
background only

source: LIME paper https://arxiv.org/pdf/1602.04938.pdf

https://arxiv.org/pdf/1602.04938.pdf


Conclusions

Machine learning and deep learning provide 
many valuable methods and solutions which can 
be utilized in real-world, production level 
applications.

However, adaptations and deviations from 
normal software project setups have to be 
considered.

A crucial decision is the composition of the 
project team as a mixture of domain experts and 
data science experts.

Unless practical experience has already been 
gathered with ML in a problem domain, prepare 
for iterations and even failure of approaches.

 Extra care shall be given to data and model 
management as well as permanent monitoring of 
model and data health.

Do not put too much trust in ML models since 
current ML does learn statistics but not 
necessarily causality.



Questions?

dietmar.millinger@aiaustria.com

mailto:dietmar.millinger@aiaustria.com

